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Abstract

Of the two-phase mixture models used to study the deflagration-to-detonation transition in
granular explosives, the Baer-Nunziato (BN) model is the most highly developed. It allows for
unequal phase velocities and phase pressures, and includes source terms for drag and compaction
that strive to erase velocity and pressure disequilibria respectively. Since typical time scales
associated with the equilibrating processes are small, source terms are stiff. This stiffness
motivates the present work where we derive two reduced models in sequence, one with a single
velocity and the other with both a single velocity and a single pressure. These reductions
constitute outer solutions in the sense of matched asymptotic expansions, with the corresponding
inner layers being just the partly dispersed shocks of the full model. The reduced models are
hyperbolic and are mechanically as well as thermodynamically consistent with the parent model.
However, they cannot be expressed in conservation form and hence require a regularization in
order to fully specify the jump conditions across shock waves. Analysis of the inner layers of the
full model provides one such regularization [Kapila et al., Phys. Fluids 9, 3885 (1997)], although
other choices are also possible. Dissipation associated with degrees of freedom that have been
eliminated is restricted to the thin layers and is accounted for by the jump conditions.

PACS: 47.55.Kf, 83.10.Ff, 05.70.Ln, 83.50.Tq



1 Introduction

This paper is one of a sequence of articles on the modeling, analysis and numerical simulation of
deflagration-to-detonation transition (DDT) in granular energetic materials. It has long been known
that the combustion behavior of a homogeneous sample of a solid explosive differs markedly from
that of a porous or granular sample. When subjected to a relatively mild stimulus, the latter shows
an increased incidence of DDT, a sequence of events whereby an initially slow mode of burning
accelerates into a violent, rapid mode. The recognition that porosity may increase in an explosive
sample unintentionally, through degradation over time or through accidental damage, has lent some
urgency to the need for improved, quantitative understanding of the manner in which porous, high-
energy explosives burn. Here one seeks to develop the framework for a continuum-scale model for
predicting the DDT behavior of porous explosives over a broad range of conditions. Such models are
needed to describe accurately the response of engineered explosive systems with a continuum-level
hydrodynamics code.

A natural approach is to treat the porous explosive as a two-phase mixture of interacting continua,
consisting of grains of reacting solid and the gaseous products of combustion. This approach dates
back to at least twenty five years ago, and is exemplified in the work of Baer and Nunziato (BN) [1];
their paper also contains an extensive historical review. Contemporaneous studies by Butler and
Krier [2] and Butler [3], the earlier work of Gokhale and Krier [4], and the later papers of Powers,
Stewart and Krier, [5], [6], also deserve mention. More recently, the present authors have re-examined
the BN model comprehensively and critically, with an eye on its theoretical foundations, on the
appropriateness of the modeling assumptions, and on the way in which experimental information is
incorporated into the theory [7]. There we suggest certain modifications, which allow one to remove
inconsistencies from the original formulation, especially those pertaining to single-phase limits of the
model, and the apportioning of the work of compaction between the phases. Possible generalizations
are identified as well.

A fundamental assumption underlying the two-phase description is that each phase is in local
thermodynamic equilibrium. Nonequilibrium interactions do occur between the phases, driven by the
processes of drag, compaction, heat transfer and chemical reaction. These processes are represented
in the model by source terms that lead to the exchange of mass, momentum and energy across the
interfaces separating the phases. The BN model is hyperbolic, and the presence of source terms
causes solutions of the model to exhibit a complex wave structure.

Each nonequilibrium process has a characteristic rate, which determines the corresponding length
and time scales for equilibration. Estimates reveal that the length scale for velocity equilibration is
very small, causing the source terms associated with drag between the phases to be very stiff. Carry-
ing two velocity variables, as BN does, is then an unnecessary encumbrance in substantial regions of
the flow, since significant differences in velocity are confined to narrow velocity equilibration layers.
However, the drag related momentum and energy exchange between the phases, required to support
the equilibration of velocities, must be accounted for in a consistent fashion. As we show, the two
velocities cannot simply be set equal to one another as is done in recent numerical work by Massoni
et al. [8] and Saurel & Abgrall [9]. The product of a large drag coefficient and a small velocity
difference resolves as an O(1) exchange term even in smooth regions. Additionally, two velocities
give rise to computational difficulties at interfaces between porous and nonporous materials, where
the two velocities of the porous material must adjust to the single velocity of the nonporous mate-
rial. These considerations suggest a systematic asymptotic reduction of the BN model to one that
carries a single velocity, supplemented by appropriate jump conditions across thin zones in which
O(1) velocity differences equilibrate.

The length scale for pressure equilibration is found to be small as well, at pressures above the
yield strength of the explosive. This suggests a further reduction to a nominally one-pressure,
one-velocity description.

Two further reductions are possible, in principle. A single temperature would lead to the single
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fluid reactive Euler equations, whereas chemical equilibrium would reduce the model further to just
the Euler equations. However, estimates of the scales over which temperatures equilibrate imply
that thermal equilibrium is not justified, nor is chemical equilibrium since chemical reaction takes
place over rather broad regions of the flow field for the DDT problems of interest.

The purpose of this paper is to derive the reduced models and study aspects of their mathe-
matical structure. The reductions are carried out sequentially, velocity equilibration followed by
pressure equilibration, it being well-known that pressure equilibrium alone leads to equations of
mixed hyperbolic-elliptic type which are inappropriate for describing evolutionary problems [10],
[11]. The limits leading to the reduction are singular, in the sense of matched asymptotics. There-
fore, the reductions constitute outer expansions, holding outside thin spatial regions (relaxation
layers) and possibly thin temporal regions (initial layers).

We show that the reduced models are thermodynamically consistent. This is a consequence
of each relaxation process in the full model being separately dissipative [7]. All the dissipation
associated with the non-equilibrium degrees of freedom eliminated in the reductions occurs in the
thin inner layers of the asymptotic expansion. These layers correspond to partly dispersed waves
(shocks followed by thin relaxation layers). Viewed on the scale of the outer expansion, these thin
layers are the shocks of the reduced model.

Recent work of Chen, Levermore and Liu [12] examines hyperbolic conservation laws with a
certain class of stiff relaxation terms. These authors point out that in general, a formal equilibrium
limit does not necessarily lead to a lower-order system that is hyperbolic, and even when it does,
there still remains the question of whether the reduced system is an attractor, and hence a suitable
approximate representation of the dynamics of the full system. It is further shown [12] that the
reduced system is stable if it satisfies the so-called subcharacteristic condition, i.e., if its characteristic
speeds do not exceed (and in fact, interlace between) those of the full system. In a stable system the
relaxation terms are dissipative; equivalently, the system is endowed with an appropriate entropy.

The source terms for the BN-model are not in the class considered in [12] and the reduced
models derived here, though hyperbolic, are incapable of being fully expressed in a conservative
form. However, there does exist an explicit entropy in our system, which allows the dissipative
(and hence stable) nature of the reduction to be demonstrated. Additionally, the subcharacteristic
condition is found to be satisfied as well.

A further consequence of the lack of conservation form is that the reduced systems do not pos-
sess a full complement of jump conditions across a spatial discontinuity, and must therefore be
appropriately supplemented or regularized. The regularization may be obtained by extracting the
needed information from structure analyses of the large-gradient relaxation zones. This corresponds
to determining steady-state wave profiles of the underlying full model. Such an inner analysis for
the pressure-equilibration zone, or compaction wave, is presented in this paper; the corresponding
treatment of the velocity-relaxation zone was carried out in [13]. Alternatively the information could
be garnered independently of the full BN model, by constructing subscale models of the physical
processes within the discontinuities, based upon experiments and/or microscale computations. This
is an important point since the continuum model tacitly averages over small scale material inhomo-
geneities and breaks down for relaxation layers that are thinner than the grain diameter. In effect,
the grain diameter of a granular material plays a role analogous to the mean free path length of a
molecule in gas dynamics.

Regularization of the reduced models corresponds to specifying the dissipation within a “shock
profile.” The non-uniqueness arises from the freedom one has to apportion the shock energy be-
tween the solid and the gas phases; a similar degree of freedom arose in our re-examination of the
thermodynamic formulation of the BN model [7]. At the same time, regularization is not completely
arbitrary; to be physical, the entropy of each phase is required to be non-decreasing. This is analo-
gous to the dissipation inequality used to constrain the source terms in [7]. Further issues relating to
regularization, and numerical implementation of the reduced models, are explored in a forthcoming
paper [14].
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2 The BN model

The two-phase BN model has evolved significantly since it was first introduced by Baer and
Nunziato [1]. Some of the modifications are due to the original authors themselves, and these pertain
principally (though not exclusively) to the treatment of the chemical reaction [15]; see also [16] for
additional details. Others, intended to remove inconsistencies and improve and generalize the source
terms are the result of our comprehensive review of the continuum-mechanical underpinnings of the
model [7]. For the purposes of asymptotic reduction we consider a revised version of BN which, while
not the most general, differs in three crucial ways from the original; it adds a compaction potential
to the solid-phase internal energy, reapportions compaction work between the phases, and modifies
the portion of the interphase energy exchange that is due to chemical reaction. The revised terms
will be explicitly identified shortly, subsequent to the introduction of the governing equations. The
latter constitute the following set of seven PDEs, representing mass, momentum and energy balance
for each phase, and a compaction law:

Mass balance

∂

∂t

(
φsρs

)
+

∂

∂x

(
φsρsus

)
= C, (1)

∂

∂t

(
φgρg

)
+

∂

∂x

(
φgρgug

)
= −C; (2)

Momentum balance

∂

∂t

(
φsρsus

)
+

∂

∂x

(
φsρsu

2
s + φsPs

)
= Pg

∂φs

∂x
+ M̃, (3)

∂

∂t

(
φgρgug

)
+

∂

∂x

(
φgρgu

2
g + φgPg

)
= −Pg

∂φs

∂x
− M̃; (4)

Energy balance

∂

∂t

[
φsρsEs

]
+

∂

∂x

[
φsus(ρsEs + Ps)

]
= −PgF + Pgus

∂φs

∂x
+ Ẽ , (5)

∂

∂t

[
φgρgEg

]
+

∂

∂x

[
φgug(ρgEg + Pg)

]
= PgF − Pgus

∂φs

∂x
− Ẽ , (6)

Compaction dynamics

∂ρs

∂t
+

∂

∂x

(
ρsus

)
= − ρs

φs
F . (7)

Here the subscripts s and g refer to the solid and the gas phase, respectively. The state variables
for the phases are

ρs, ρg = densities,
Vs, Vg = specific volumes,
es, eg = specific internal energies,
Ps, Pg = pressures,
Ts, Tg = temperatures,
ηs, ηg = specific entropies,
us, ug = particle velocities,
φs, φg = volume fractions, subject to the saturation constraint φs + φg = 1.

In addition, Eg = eg + 1
2u

2
g is the total gas specific energy, Es = es + 1

2u
2
s is the total solid specific

energy, and es = esp+B where esp is the internal energy of the pure solid and B(φs) is the compaction
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potential energy. Equations of state are required for each constituent. These are generally of the
form

Pa = Pa(ρa, e
′
a), Ta = Ta(ρa, e

′
a),

where e′g = eg and e′s = esp. Inclusion of the compaction potential in the solid internal energy
represents the first of the three modifications referred to above.∗ We assume that each isolated
phase satisfies the thermodynamic relation†

de′a = −PadVa + Tadηa. (8)

In addition, we take B(φs) to be strictly increasing and convex, i.e., dB/dφs > 0 and d2B/dφ2
s > 0.

Consequently, the intragranular stress or configuration pressure defined by

βs(φs, ρs) = ρsφs
dB(φs)
dφs

(9)

is positive and monotonically increasing as φs increases. We note that βs depends on both φs and
ρs, rather than only on φs as in the original BN-model [1]. This dependence is motivated by the
approximation used for the mixture free energy discussed in [7].

Source terms representing interaction between the phases appear on the right-hand sides of the
balance equations. In the mass conservation equation the source C represents the rate at which gas
is converted into solid. Consequently, C < 0 when the solid burns. The precise expression for C
depends upon the particulars of the kinetics and will not be needed in our discussion. Source terms
proportional to ∂φs/∂x, appearing in both the momentum and energy balance, are the so-called
nozzling terms. These terms model momentum and energy exchange between the phases that arise
as the result of an effective change in the cross-sectional area of a virtual stream tube in the gas
phase, see [7]. The term proportional to F in the energy balance represents compaction work. We
note that the coefficient of the compaction work term is Pg in contrast to Ps − βs in the original
BN-model [1]. This is the second modification, justified in detail in [7].

Additional source terms are the compaction rate F , the residual momentum exchange M̃ due
to burning and drag, and the residual energy exchange Ẽ associated with burning, drag and heat
transfer. We assume these sources have the form

F = φsφg(Ps − Pg − βs)/µc, (10)

M̃ = C us + (δ +
1
2
C)(ug − us) , (11)

Ẽ = (Es + βsVs) C +
(
δ + 1

2 C
)
(ug − us)us + (Tg − Ts)H , (12)

where δ is the drag coefficient, H the heat-transfer coefficient, and µc the compaction viscosity.
Except for the βsVsC term in Ẽ , these are the same expressions used in the original BN-model [1].
This modification, the last in the list of three, represents a slight departure from the derivation in
[7]. It remains in agreement with the dissipation inequality, and the reason for its introduction will
be apparent following the appearance of the entropy production equations below.

The PDEs have characteristic speeds [1, 18, 7]

us, us, ug, us ± cs, ug ± cg ,

∗Typically, B is small and may be neglected. It is however needed within the present formulation of the model for
thermodynamic consistency and to guarantee that the entropy inequality is satisfied [7]. The model can be extended
in a thermodynamically consistent fashion in order that quasi-static compaction is dissipative and irreversible [17].

†The solid phase specific energy (internal + compaction potential) satisfies the relation given in the original

derivation of the BN-model [1], des = desp + dB = −PsdVs + Tsdηs + βs
φsρs

dφs, where βs is defined by (9).
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where the pure phase sound speeds are, as usual, determined by

c2a =
∂Pa

∂ρa

∣∣∣∣
ηa

.

The model is hyperbolic except when us = ug ± cg [18]. In practice the drag coefficient is sufficiently
large such that |us−ug| < cg and the restricted set on which the model is degenerate does not cause
any difficulty. Though the nozzling terms are not in conservation form they don’t affect the wave
structure, provided that φs is initially continuous, since it follows from Eqs. (1) and (7) that the
volume fraction is continuous across a shock.

2.1 Equations in alternate form

There are other forms in which the governing equations can be written. First, the compaction
equation, Eq. (7), with the aid of the solid-phase mass balance equation, Eq. (1), can be rewritten
as a rate equation for the evolution of φs,

∂φs

∂t
+ us

∂φs

∂x
= F +

C
ρs

. (13)

Second, the total energy balance for each phase may be replaced by the internal-energy balance,
obtained by removing the kinetic component from the phase-specific total energy by using the
appropriate mass and momentum equations.

Solid internal-energy balance

∂

∂t

(
φsρsesp

)
+

∂

∂x

(
φsρsusesp

)
+ φsPs

∂us

∂x
= esp C − (Ts − Tg)H− (Pg + βs)F . (14)

Gas internal-energy balance

∂

∂t

(
φgρgeg

)
+

∂

∂x

(
φgρgugeg

)
+ φgPg

∂ug

∂x
= −(es + βsVs) C + (Ts − Tg)H + PgF

+
[
Pg(ug − us)

∂φs

∂x
+ δ(us − ug)2

]
.

(15)

Application of the thermodynamic relation, Eq. (8), and the mass equations (2) leads to the entropy
equations,

Solid dissipation rate

φsρsTs

( ∂

∂t
+ us

∂

∂x

)
ηs =

φsφg

µc
(Ps − Pg − βs)2 − (Ts − Tg)H , (16)

Gas dissipation rate

φgρgTg

( ∂

∂t
+ ug

∂

∂x

)
ηg = δ(us − ug)2 + (Ts − Tg)H−

[
Hs −Hg − (Ps − Pg − βs)Vs

]
C , (17)

where Hs = es + PsVs and Hg = eg + PgVg are the solid and gas enthalpies, respectively. We note
that all the dissipation from compaction is apportioned to the solid, and all the dissipation from
drag and burning to the gas. Had we not included the βsVsC term in Ẽ , the portion βsVsC of the
compaction energy associated with burning would have been transferred, unnaturally in our view,
from the gas to the solid.
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The entropy inequality for the mixture is given by

φsρs

( ∂

∂t
+ us

∂

∂x

)
ηs + φgρg

( ∂

∂t
+ ug

∂

∂x

)
ηg + (ηs − ηg)C ≥ 0 . (18)

The term in the overall entropy inequality proportional to C places a constraint on the reaction; see
the discussion in [7]. For an irreversible reaction, C ≤ 0, this constraint can be expressed as

Gs −Gg ≥ (Tg − Ts)ηs + (Ps − Pg − βs)Vs , (19)

where Ga = Ha −Taηa is the Gibbs free energy. In mechanical and thermal equilibrium this reduces
to the standard condition that the Gibbs free energy is a minimum, i.e., Gg < Gs. Out of equilibrium
there are correction terms proportional to the degree of thermal disequilibrium (Tg − Ts) and the
degree of mechanical disequilibrium (Ps −Pg −βs). The natural and simple form of equation (19) is
again a consequence of including the βsVsC term in the energy source Ẽ ; otherwise, ηs in equation (19)
is replaced by ηs − βsVs/Ts, corresponding to the choice ν = 1 in [7].

Third, the BN equations are written above in a phase-specific form. It is convenient, and useful,
to rewrite them in a form that is appropriate for the mixture. This is done by simply adding the
corresponding single-phase balance equations. The results can be expressed in a form that also
includes certain mixture variables. The latter are constructed by volume-weighted or mass-weighted
averages of the phase-specific quantities, and are defined as follows.

mixture density ρ = φsρs + φgρg, (20)
mixture velocity u = λsus + λgug, (21)

mixture pressure P = φsPs + φgPg, (22)
mixture internal energy e = λs(esp + B) + λgeg, (23)
mixture specific entropy η = λsηs + λgηg, (24)

where λa = φaρa/ρ is the mass fraction of phases a. The mixture equations are given below.

Mixture mass balance

∂ρ

∂t
+

∂

∂x

(
ρu

)
= 0, (25)

Mixture momentum balance

∂

∂t

(
ρu

)
+

∂

∂x

[
P + ρu2 +

φsρsφgρg

ρ
(us − ug)2

]
= 0, (26)

Mixture energy balance

∂

∂t

[
ρ
(
e+ 1

2u
2
)

+
φsρsφgρg

2ρ
(us−ug)2

]
+

∂

∂x

[
ρu

(
e+ 1

2u
2
)

+Pu+
(φsρsφgρg

ρ

)(
Hs−Hg

)
(us−ug)

+
3u
2

(φsρsφgρg

ρ

)
(us − ug)2 +

φgρg − φsρs

2ρ

(φsρsφgρg

ρ

)
(us − ug)3

]
= 0. (27)

Any set of seven independent equations can be taken to be the governing set, and in what follows,
we shall make a variety of choices based on convenience.

3 Length & Time Scales for Equilibration

The hyperbolic nature of the model guarantees that its transient solutions will feature waves and
interactions among them. Typically the passage of a wavehead, such as a noncompacting shock,
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over a quiescent bed initially at thermodynamic equilibrium will cause the two phases to be brought
to different states of velocity, pressure and temperature behind the wavehead. Processes of drag,
compaction and heat transfer will attempt to erase these differences and edge the phases towards
equilibrium. Thus, waveheads will be followed by zones of relaxation whose length scales depend
upon the magnitudes of the coefficients characterizing the relaxation processes: drag coefficient δ for
velocity equilibration, compaction viscosity µc for pressure equilibration and heat transfer coefficient
H for attainment of thermal equilibrium. For applications to the DDT tube tests [19, 20] we have
in mind, we now provide estimates of the coefficients and the associated relaxation lengths, as
motivation for the reduced models derived in later sections.

3.1 Velocity-equilibration scales

Relaxation of velocity differences is driven by drag, on a characteristic time that depends on the
magnitude of the difference and the size of the drag coefficient. Many measurements of the drag
coefficient have been made as a function of porosity, grain size, grain shape and material, though
usually for relatively small imposed pressure differences across the bed. The key elements of the
problem are displayed in the gas momentum equation without burn in Eq. (4),

(φg ρg )
dug

dt
+ φg

∂Pg

∂x
= −δ · ug ,

where for simplicity, motion of the solid bed is neglected. Most of the measurements were performed
under quasistatic conditions, so that the inertial terms, dug/dt, are negligible and the force balance
reduces to Darcy’s law

φg
∂Pg

∂x
= −δ · ug .

Here the drag coefficient is δ = µg/k, with µg the dynamic viscosity of the gas and k the permeability
of the porous solid.

In experiments carried out on granular HMX with 30 to 50µm grains, Shepherd and Begeal
[21] determined that permeability decreases from k ≈ 10−9 cm2 at φg = 0.2 to k ≈ 10−13 cm2 at
φg = 0.05. The permeating gas was Nitrogen at room temperature and the driving pressures ranged
from 0.69 to 138 MPa. More recently, Asay, Son and Bdzil [22] have extended the driving pressure
range to 500 MPa and temperature to 4000 K. To prevent both compaction and reaction at these
conditions, a silicon carbide (SiC) bed at φs = 0.74 was used. These experiments show that drag is at
least as big under these higher-pressure conditions as that measured by Shepherd and Begeal. When
measured over a macroscopic length scale of a few cm, the gas permeation velocity was no more than
5 m/s, essentially insignificant when compared with that of high-speed combustion waves, observed
to travel at ≈ 1000 m/s in φs = 0.74 beds of HMX. Thus, these experiments showed that permeation
over macroscale distances is measured in milliseconds in such beds and not the microsecond time
scale associated with ignition and transition to detonation in DDT tube tests.

These permeabilities lead to a drag coefficient δ ≈ 200 kg/(m3 · µs). We now ask, with a drag
coefficient this large, how long it takes for a preexisting O(1) difference in the gas and solid velocity
to relax. Assuming that the pressure changes over an O(1) spatial scale, while the time scales like
1/δ, the leading terms in the gas momentum equation are

φgρg
dug

dtg
∼ − δ · ug ,

yielding, for φgρg ≈ 10 kg/m3, a time constant for velocity equilibration of the order of

τu ∼ φgρg/δ = 0.1µs .
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The corresponding length scale is Dτu where the wave speed D is of the order of the solid sound
speed, cs = 3 mm/µs. This leads to the estimate τucs ∼ 0.3 mm for the velocity-equilibration length
scale.

Typically, the grain size is about 100µm or 0.1 mm. Therefore the relaxation length scale is of
the order of the grain size. Physically this is quite reasonable; since the grains touch each other,
there is no line-of-sight path through the granular bed and the resulting gas flow will be highly
tortuous. This observation can be interpreted as saying that the mean free path of the gas phase
relative to the solid phase is of the order of the grain size. The cell size for numerical simulations
reported in the literature has almost always been greater than the grain size. In a subsequent paper
[14], numerical experiments with the same empirical value of the drag coefficient as used in [1] will
be presented, showing that the solid and gas velocities are nearly equal except for a narrow region
about the shock front. This implies that the source terms for velocity equilibration are very stiff.

Drag can only become small after burning reduces the grain size resulting in much smaller grains
suspended in the combustion products. By then the burn rate is usually sufficiently large so that
the remainder of the solid is fully burnt in a short time. In this situation, drag plays a negligible
role in the flow, compared to combustion.

In conclusion, analytic estimates of drag, numerical experiments on the BN-model, and per-
meation experiments, all show the velocity-relaxation length to be very small, so that one is led
naturally to consider a reduced model with a single velocity field. To be sure, permeation on the
scale of a few grains can be significant for short range transport of heat, and can affect the speed of
combustion waves. However, the drag source term currently used in two phase models is appropriate
for permeation over macroscopic length scales and slow time scales. In order to account for heat
transport due to permeation on the mesoscale of a grain, a subscale drag model is needed, whether
one employs a reduced model or not.

3.2 Pressure-equilibration scales

Pressure disequilibration is associated with dynamic compaction. To estimate the relevant scales,
consider the porous bed compacting in the absence of gas. In this simplified case the BN compaction
law, Eq. (13), reduces to

dφs

dt
=

φsφg

µc

(
Ps − βs

)
, with Ps − β > 0 , (28)

where d/dt is now the convective derivative with respect to the solid velocity. This is an equation
of relaxation type and yields the estimate

τp ∼ µc

Ps

for the characteristic time for φs to adjust and the pressure to equilibrate to its equilibium value,
Ps = βs(φs, ρs).

Compaction profiles have been measured experimentally. For granular HMX with a mean grain
size of ∼ 0.15 mm and φs0 = 0.73, representative values of the wave thickness ∆x and rise time ∆t
are [23]: (i) ∆x = 0.4 mm and ∆t = 1µs at Ps = 1 kbar and (ii) ∆x = 0.2 mm and ∆t = 0.2µs
at Ps = 7 kbar. These data are compatible with a compaction viscosity of µc = 0.2 kbar · µs
[24], and reveal that the thickness of a compaction wave decreases with pressure, from about 3 to
1 grain diameters over the pressure range of interest. Consequently, in the absence of gas to resist
compaction, the length scale for pressure equilibrium is a few grain diameters when the wave pressure
is a few kbars.

For higher pressures, much greater than the solid yield strength, the grains deform plastically,
and hence pressure differences between the phases cannot be supported, i.e., the solid behaves like
a fluid. Then the natural time constant for pressure equilibration would be determined by the
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gas pore size and the transverse velocity at which the solid phase can expand into a gas pore.
For a granular material, the pore size is of the order of the grain diameter, while the solid sound
speed, cs ≈ 3 mm/µs, provides a rough estimate of the transverse velocity. Thus, the time scale for
pressure equilibrium could be as small as ∆t ∼ 0.03µs. This is one reason why standard two-phase
fluid models assume pressure equilibrium.

While weak compaction waves have smooth profiles and are fully dispersed, strong compaction
waves contain shocks and are only partially dispersed. However, because of the narrow wave width, it
is the state at the end of the pressure relaxation layer rather than that behind the shock discontinuity
that is physically meaningful. This motivates us to develop a reduced model with a single pressure
field, wherein the entire compaction wave will appear as a discontinuity.

3.3 Thermal-equilibration scales

If velocity and pressure equilibrium are accompanied by a state of thermal equilibrium as well,
then the two-phase model collapses to the standard ZND model of an explosive in which a single-
phase material has an extra degree of freedom corresponding to the mass fraction of the detonation
products, λ = φgρg/ρ, and an equation of state based on pressure and temperature equilibrium
[25]. However, as shown below, the thermal time scale is large and temperature equilibrium is not
physically justified for the problems of interest.

The time scale for conductive transport is

τt ∼
ρCv

κ
L2 ,

where ρ is the density, Cv the specific heat, κ the coefficient of thermal conductivity, and L the
characteristic length scale. From the energy equations, Eq. (14) or Eq. (15), the characteristic time
for thermal transport is given by

τt ∼ φρCv/H .

Consequently, the coefficient for heat transfer is estimated to be

H ∼ φκ/L2 .

This is similar to the form used by BN [1, Eq. (72)], when the Reynolds number based on the relative
velocity is set to zero.

There are two limiting cases to consider: (i) the gas phase dominates the heat capacity, as occurs
after sufficient combustion leads to a high gas temperature and at least a moderate gas mass fraction;
and (ii) the solid phase dominates the heat capacity, as is the case near the initial state because
the gas mass fraction is small. The parameters for HMX from [1] are Cvs = 1.05 × 107 erg/(g · K)
and κs = 4.0 × 104 erg/(cm · s · K) for the solid phase, and Cvg = 2.4 × 107 erg/(g · K) and κg =
7.0 × 103 erg/(cm · s · K) for the gas phase.

In the first case, the gas pore acts as a heat reservoir for the solid grain. The natural length
scale is half the grain size (0.1 mm) or Ls ∼ 5 × 10−3 cm. With ρ = 1.9 g/cm3, the thermal time
scale of the solid is τts ∼ 18 ms. This is long compared to the the time scale of a DDT experiment
∼ 100µs. Therefore, the solid is not expected to be in thermal equilibrium with high temperature
burned gas.

For the second case, the solid acts as a heat reservoir for the gas. The length scale now depends
on the porosity and an assumption on the shape of the gas pores

Lg ∼ (φg/φs)
1
nLs ,

where n = 1, 2, 3 corresponds to planar, cylindrical and spherical pores, respectively. It follows that
the gas time constant is given by

τtg/τts = [λg/(1 − λg)] · (Cvg/Cvs) · (κs/κg) · (φg/φs)
2
n−1 .
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where λg = φgρg/ρ is the gas mass fraction. At an early stage in the DDT tube experiments, for
λg < 0.01 and φs < 0.95, the gas time constant is at least 1 ms.

These estimates indicate that thermal equilibrium between the bulk temperatures of the two
phases occurs too slowly to be relevant on the time scales of interest. Heat conduction does affect
the surface temperature of a grain and thus can be important when the burn rate is dominated by
surface burning. However, to include effects of this nature requires, once again, a subscale model
designed for the purpose; see Baer and Nunziato [15]. Key physical quantities likely to play a role
here are the surface-to-volume ratio of the explosive grains and the flame stand-off distance relative
to the pore size; see Son, Asay and Bdzil [26].

3.4 Relaxation effects

The above estimates of characteristic lengths and times demonstrate that the corresponding
relaxation zones are very narrow, and as a result, the model is quite stiff. Typically, velocity
and pressure disequilibrium occur immediately behind a shock front. This gives rise to a partly
dispersed shock wave consisting of a discontinuous shock front followed by a thin relaxation zone in
which equilibrium is re-established. An important consequence of relaxation, as we shall see, is the
diminution of wave speed for a fixed pressure behind the wave, a necessary condition for stability.
This is in accord with a general property of thermodynamic systems, i.e., the equilibrium sound
speed is less than the frozen sound speed. Disequilibrium also occurs in the profile of a weak, fully
dispersed shock, in which dissipation from the relaxation process is sufficient to obtain a continuous
wave profile. Fully dispersed shocks have a wave speed that lies between the equilibrium and frozen
sound speeds.

From a practical point of view the detailed structure of a fully or partly dispersed wave is not
important, but the state behind it and the wave speed are. Accurate calculation of these quantities,
however, requires the fine relaxation structures to be accurately resolved as well, thereby adding
needless expense to the computational process. It would be far more efficient to compute with
reduced models for which velocity and pressure equilibrium are assumed to hold. Furthermore,
in the limit that the relaxation zones shrink to zero, a fully or partly dispersed wave becomes a
discontinuity or a shock wave in the reduced model. We now demonstrate how these reductions can
be derived by means of an asymptotic analysis based on the formal sequential limits of infinite drag
and zero compaction viscosity.

4 Velocity Equilibration: δ → ∞
For the purposes of this section, we take the 7-equation BN model to consist of the phase-

specific mass and energy balance equations, Eqs. (1), (2), (5) and (6), the compaction law, Eq. (7),
the mixture momentum equation, Eq. (26) and the velocity-difference equation, derived via simple
algebraic manipulations from the phase-specific mass and momentum balance equations and given
below:

∂

∂t

(
us − ug

)
+

ρ

φsρsφgρg
δ(us − ug) =

∂

∂x

[
φsρs − φgρg

2ρ
(us − ug)2 − u(us − ug)

]

+
1

φsρsφgρg

[
1
2 (φsρs − φgρg)(us − ug)C + φsρs

∂

∂x
(φgPg) − φgρg

∂

∂x
(φsPs) + ρPg

∂φs

∂x

]
. (29)

This equation shows that velocity difference is promoted by gradients of pressure and porosity, but
resisted by drag. At low gas densities burning acts in concert with drag (recall that C < 0).

Strictly speaking, the large-drag reduction should begin with a dimensionless form of the gov-
erning equations, in which the drag parameter δ appears in a dimensionless group L∗

d/L
∗, where L∗

is an appropriate macroscopic length scale, and L∗
d the much smaller velocity-equilibration length
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scale, given in terms of a reference density ρ∗d and a reference velocity u∗
d by L∗

d = ρ∗du
∗
d/δ. The re-

duction is then obtained in the limit L∗
d/L

∗ → 0. However, bowing to custom in the field, we retain
the dimensional form of the equations and apply the limit δ → ∞ to achieve the same result. Each
variable ψ is assumed to have the asymptotic expansion ψ ∼ ψ(0) + δ−1ψ(1) + · · · . The superscript
(0) is omitted from the leading term to minimize clutter, so that henceforth, ψ will represent the
leading term in its own asymptotic expansion unless specified otherwise.

As δ → ∞, in outer regions of the flow characterized by temporal and spatial gradients of order
unity and the absence of very strong burning, the velocity-difference equation, Eq. (29), reduces at
leading order to

us − ug = 0,

i.e., the velocities of the two phases are the same at order unity. Accordingly, we set

us = ug = u. (30)

Moreover, velocity equilibrium is a stable flow configuration since the coefficient of δ(us − ug) in
Eq. (29) is positive. At the next order, Eq. (29) yields

u(1)
s − u(1)

g =
1
ρ

[
φsρs

∂

∂x
(φgPg) − φgρg

∂

∂x
(φsPs)

]
+ Pg

∂φs

∂x
. (31)

Note that the leading-order velocity difference is O(δ−1), and is related to, and indeed determined
by, the O(1) solution. Also, the product δ(us − ug) makes an O(1) contribution to the exchange
terms and, thus, can not be taken as zero in smooth regions of the flow.

Our interest lies in developing a reduced model that holds at order unity. For the most part, this
entails setting the velocity difference to zero in the remaining equations. The sole exception is the
energy transfer term, Eq. (12), which to leading order assumes the reduced form

Ẽ =
(
Es + βsVs

)
C + (u(1)

g − u(1)
s )u + (Tg − Ts)H , (32)

in which the drag related term u
(1)
g − u

(1)
s appears explicitly. Simply setting the drag term to zero

is not consistent. It may, however, be eliminated in favor of order-unity terms by employing (31).
An alternative is to consider the phase-specific equations for internal energy alone, (14) and

(15), in which the drag term, δ(us − ug)2, is of higher order and thus negligible, thereby yielding a
well-defined limit in which only O(1) terms appear. In view of the arguments given above, the BN
model reduces, in the limit of large drag, to the following set of six equations:

Mass balance

∂

∂t

(
φsρs

)
+

∂

∂x

(
φsρsu

)
= C, (33)

∂

∂t

(
φgρg

)
+

∂

∂x

(
φgρgu

)
= −C; (34)

Mixture momentum balance

∂

∂t

(
ρu

)
+

∂

∂x

(
P + ρu2

)
= 0, (35)

Internal energy balance

∂

∂t

(
φsρsesp

)
+

∂

∂x

(
φsρsuesp

)
+ φsPs

∂u

∂x
= esp C − (Ts − Tg)H− (Pg + βs)F . (36)

∂

∂t

(
φgρgeg

)
+

∂

∂x

(
φgρgueg

)
+ φgPg

∂u

∂x
= −(esp + B + βsVs) C + (Ts − Tg)H + PgF . (37)
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Compaction dynamics

∂

∂t
ρs +

∂

∂x
(ρsu) = − ρs

φs
F . (38)

An alternate form of the compaction equation, obtained by applying the reduction to Eq. (13), is

∂φs

∂t
+ u

∂φs

∂x
= F +

C
ρs

. (39)

In lieu of Eqs. (36) and (37) above, balance of total energy for each phase would have led to the
alternate pair:

Total energy balance

∂

∂t

[
φsρs

{
esp + B + 1

2u
2
}]

+
∂

∂x

[
φsu

(
ρs

{
esp + B + 1

2u
2
}

+ Ps

)]
= −PgF + Ẽ ′ , (40)

∂

∂t

[
φgρg

{
eg + 1

2u
2
}]

+
∂

∂x

[
φgu

(
ρg

{
eg + 1

2u
2
}

+ Pg

)]
= PgF − Ẽ ′ , (41)

with

Ẽ ′ =
(
esp + B + βsVs + 1

2u
2
)
C + (Tg − Ts)H− u

ρ

[
φsρs

∂

∂x
(φgPg) − φgρg

∂

∂x
(φsPs)

]
. (42)

For either choice, it is noteworthy that the nozzling terms no longer play any role. Though the
total energy, given by Eq. (27), is a conserved quantity, there are no physical conservation laws for
the individual phase energies. Neither the internal nor the total energy balance equations for the
individual phases can be put in conservation form.

An appropriate choice of state variables for the above form of the reduced model is the list
L1 : u, φs, ρs, Ps, ρg, Pg. One could also replace gas density and gas pressure by the corresponding
mixture variables, leading to the alternate list L2 : u, φs, ρs, Ps, ρ, P. For this choice, the gas mass
balance law, Eq. (34), must be replaced by the mixture mass balance law, Eq. (25), and the gas
energy balance, Eq. (37) or Eq. (41), must be replaced by the reduced form of the mixture energy
balance equation,

∂

∂t

[
ρ
(
e + 1

2u
2
)]

+
∂

∂x

[
ρu

(
e + 1

2u
2
)

+ Pu

]
= 0. (43)

Some observations about the character of the reduced model are in order. First, we reiterate
that the reduction is a limiting form of the BN-model, and as such, is valid only outside certain thin
regions of large gradients. Second, while the solid entropy, Eq. (16), for the full model is devoid of
any contribution from drag, this is true only at leading order for the gas entropy, Eq. (17). These
equations reduce to

φsρsTs
dηs

dt
=

φsφg

µc
(Ps − Pg − βs)2 − (Ts − Tg)H , (44)

φgρgTg
dηg

dt
= (Ts − Tg)H−

[
Hs −Hg − (Ps − Pg − βs)Vs

]
C . (45)

Thus the reduction confines all drag-related dissipation to the thin relaxation zones.
Third, it is shown in Appendix A that the reduced model is hyperbolic, with characteristic

velocities u (4-fold) and u ± c, c being an average sound speed of the mixture, defined in terms of
the phase-specific frozen sound speeds cs and cg as

c2 = (φsρsc
2
s + φgρgc

2
g)/ρ. (46)
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Thus there exists a single pair of acoustic modes appropriate for the mixture, rather than a separate
pair for each phase in the full model. Since c2 is the mass-weighted average of c2s and c2g, c has a
value between cs and cg. Typically, the solid phase has a higher sound speed than the gas, so that

cg < c < cs .

This condition has been referred to as the subcharacteristic condition, and is a common property of
stable relaxing systems [27, 12].

Fourth, although hyperbolic, only five of the six equations comprising the reduced model, those of
mass, momentum and energy balance for the mixture, mass balance for the solid, and compaction,
are in conservative form. It is possible to replace the solid energy equation with an equation in
conservation form for the solid entropy,

∂

∂t

(
φsρsηs

)
+

∂

∂x

(
φsρsuηs

)
= ηsC +

φsφg

µcTs
(Ps − Pg − βs)2 −

Ts − Tg

Ts
H .

The derived jump conditions would be compatible with thermodynamics, since across a shock the gas
entropy and hence the total entropy would increase. Moreover, as shown in [13], [16] and reiterated
below, for weak fully dispersed shocks the solid is indeed isentropic. However, as the shock strength
increases the detailed analysis in [13] shows that a shock in the solid is required when the shock speed
exceeds the solid sound speed. Therefore, expressing the reduced model completely in conservation
form is untenable. We are forced to use the solid energy equation. Regardless of whether one
chooses the internal-energy form, Eq. (36), or the total-energy form, Eq. (40), not all of the spatial
derivatives therein can be expressed as gradients of fluxes. Across a discontinuity, therefore, the
phase-specific energy equation does not reduce to an algebraic statement relating the states on the
two sides of the discontinuity. Such a statement would require evaluation of such integrals as∫

φsPs
∂u

∂x
dx

or ∫
u

ρ

[
φsρs

∂

∂x
(φgPg) − φgρg

∂

∂x
(φsPs)

]
dx

across the discontinuity, which can only be done by providing additional information about the
structure of the discontinuity. If one were to employ a computational approach involving, say,
artificial dissipation, then the end states would depend upon the nature of the dissipation introduced,
and in particular on the manner in which dissipation were partitioned between the phases. Thus the
reduced model is incomplete as it stands, and requires a regularization to select the admissible shock
waves. Though the regularization is non-unique, physics dictates that across a shock the entropy
jump in each phase must be non-decreasing, and for a strong shock the entropy of each phase should
in fact increase. This constraint is analogous to the entropy inequality used in [7] to formulate the
source terms for the full BN model. The non-uniqueness reflects the degree of freedom available to
apportion shock energy between the phases.

We conclude this section with some remarks about higher-order terms in the asymptotic expan-
sion of the solution in powers of δ−1, even though we shall be content with just the leading term.
One may envisage an iterative approach in which higher-order terms are computed from a recursive
set of equations, of form

Lwn+1 = Cwn ,

where wn = w(0) +
∑n

i=1 δ
−iw(i) is the nth partial sum of the asymptotic expansion of the solution

vector w. As noted in [12], L is the operator associated with the reduced model while the correction C,
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depending only on lower-order terms, acts as a source. Correction signals from the higher-order
terms flow along subcharacteristics and causality (domains of dependence and regions of influence)
is maintained. There is a complication arising from the fact that signals from the correction sources
propagate to the shock fronts. The shock velocity and hence the position of the corrected shock front
will vary slightly; as a consequence, the source correction between the old and the new positions of
the shock could be on the wrong side of the front. This involves only a small neighborhood and the
error, based as it is on the integral of the sources, is bound to be small as well. However, its effect
may accumulate and prevent error estimates from being uniform over long times.

Additionally, to obtain a complete asymptotic solution of the full model, the outer solution
must be matched to thin inner layers characterized by gradients of order O(δ). The leading-order
solution to the inner layer corresponds to steady wave profiles. At the next order the inner solution
determines the quasisteady evolution of the wave, or the variation of the wave profile on a slow time
scale compared to the rise time of the wave. The boundary condition for the inner solution must
come from matching with the outer solution. Because the reduced model is hyperbolic, the flow
of information dictates that boundary condition for the inner layer is determined by the incoming
characteristic from the outer solution. In the limit δ → 0 the width of the inner zone shrinks to zero
and corresponds to a shock wave of the reduced model. As a result, jump conditions provided by the
leading order solution to the inner layer provide a regularization of the reduced model. Furthermore,
this regularization reflects dissipation in the full model, which is thermodynamically consistent.

4.1 The inner layer

A different, inner approximation holds in narrow relaxation zones that are layers of width O(1/δ),
and in which velocity differences can be of order unity. We now demonstrate how the leading-order
solution of the inner layer determines the jump conditions for the outer layer.

On the scale of the outer spatial coordinate, suppose an inner layer appears at the location
xw(t), with ẋw = D(t). Here the “dot” denotes a time derivative. Within the layer the appropriate
coordinates are t and the stretched variable ξ = δ(x − xw)/m, where the inclusion of m (the total
mass flux through the zone, defined in Eq. (51) below) simply serves to make ξ dimensionless.
We shall find it convenient to introduce velocities relative to a frame attached to the layer; thus,
U = u−D with analogous definitions for Us and Ug. Then, in the new coordinates the compaction
law, Eq. (7), transforms into

∂

∂ξ
(ρsUs) = −m

δ

[
ρs

φs
F +

∂ρs

∂t
− ξṁ

m

∂ρs

∂ξ

]
.

We again seek asymptotic expansions in inverse powers of δ, with each variable representing the
order-unity term in its own expansion as before. At leading order the above equation simply implies
the constancy of ρsUs in the inner layer. By an analogous argument, five of the seven governing
equations, corresponding to mass conservation in each phase, momentum and energy conservation
in the mixture, and as seen above, compaction, reduce at leading order to algebraic statements of
conservation within the zone. These are

Mass conservation

φsρsUs = ms, φgρgUg = mg, (47)

Mixture momentum conservation

φsPs + φgPg + msUs + mgUg = M, (48)

Mixture energy conservation

mses + mgeg + 1
2msU2

s + 1
2mgU2

g + φsUsPs + φgUgPg = E, (49)
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while the compaction condition ρsUs = constant reduces, in view of Eq. (47) above, to simply

Compaction

φs = constant across the layer. (50)

The quantities ms, mg, M and E are, respectively, the conserved values of solid mass flux, gas
mass flux, mixture momentum flux and mixture stagnation enthalpy flux across the zone. The
phase-specific mass conservation equations, Eq. (47), imply mass conservation for the mixture, i.e.,

ρU = ms + mg ≡ m. (51)

As the outer solution views the relaxation zone as a discontinuity, conservation of a quantity across
the zone amounts to a zero jump in that quantity for the outer solution across the discontinuity.
Recognizing that the inner solution must approach velocity equilibrium (Us → U , Ug → U) as
ξ → ±∞, and following simple algebraic manipulations, the following jump conditions for the
reduced model emerge upon matching at leading order across the zone:[

ρ(u−D)
]

= 0, (52)[
P + ρu(u−D)

]
= 0, (53)[

ρ(u−D)
(
e + 1

2u
2
)

+ Pu
]

= 0, (54)[ρs

ρ

]
= 0, (55)[

φs

]
= 0. (56)

These are precisely the five statements of conservation that are inherent in the reduced model and
which we had referred to earlier. So far, the inner zone has not provided any additional information.
For the one jump condition that still eludes us, we turn to the two equations in the inner zone
that yet remain to be exploited. These correspond to energy and momentum balance for one of the
phases, say the solid. Within the layer the solid momentum equation, Eq. (3), reduces to

∂

∂ξ
[φsPs + msUs] = m(Ug − Us). (57)

Constancy of φs in the layer has eliminated the nozzling term while only the drag contribution from
the momentum source M̃ survives.

For the solid energy, we opt for the entropy form given by Eq. (16). For large δ the contributions
from the source terms are negligible at leading order, yielding the simplified form

Ts
dηs

dξ
= 0,

implying that on the smooth portion of the relaxation-zone structure (i.e., outside shocks), the solid
isentrope

Ps = Ps(ρs, ηs) (58)

applies. At a solid shock the appropriate entropy jump will need to be introduced.
The five conservation conditions, and the solid isentrope, leave only one variable yet to be

determined in the layer via Eq. (57). We may take this variable to be the velocity difference Us−Ug.
A full solution of the structure equation, and the resulting jump conditions as a function of the speed
D of the relaxation zone, were obtained in [13]. There it was shown that the minimum admissible
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wave speed for the relaxation zone is c0, the upstream value of the mixture sound speed. Further,
the typical structure of the layer is monotonic, and involves hydrodynamic shocks in one or both
phases. It is reminiscent of, but more complex than, what is seen in such simpler two-phase media
as a dusty gas. For sufficiently weak waves, however, dissipation from drag is found to be sufficient
for the wave profile to be continuous, i.e., the shock is fully dispersed. In this special case, the
solid entropy is constant across the layer and provides an additional algebraic condition that would
enable the final state of the shock to be determined. But for stronger waves in which the wave profile
has an embedded shock in the solid phase, an appropriate entropy jump across the shock has to be
inserted.

While the BN regularization is satisfying from the viewpoint of its having supplied the requisite
information, its numerical implementation is less than satisfactory if one wishes to employ a capturing
rather than a tracking approach for the discontinuities. An alternate viewpoint would regard the
equivelocity model not as a reduction, but in fact as a fundamental continuum description in its
own right, one that lacks certain information about the manner in which energy dissipation is
distributed between the phases on passage through the relaxation zone. One would then need to
supply a subscale model with which to partition the shock mixture energy between the solid and gas
internal energy for the reduced model. The BN model, through the structure of the relaxation zone,
does provide such a closure. Another possibility would be to extract the desired information by
averaging the results of a highly resolved microscale calculation that faithfully modeled the physics.
This information could then be used to construct, for example, a viscous regularization, wherein
appropriate artificial viscosities for each phase are introduced into the model, tailored so as to yield
the jumps dictated by the microscale physics. Details of such a procedure, and supporting numerical
computations, are slated to appear in our forthcoming paper [14].

5 Pressure Equilibration: µc → 0

Having derived what is effectively a one-velocity model, we now seek further reduction by turning
to the second relaxation process for which the equilibration length scale has been estimated to be
short, i.e., compaction. The compaction law, Eq. (13), yields the estimate L∗

c = µ∗
cu

∗
c/P

∗
c for

compaction length, where u∗
c and P ∗

c are the characteristic scales for velocity and pressure in a
compaction wave, respectively. The reduction corresponds to the limit L∗

c/L
∗ → 0, where L∗ is an

appropriate macroscopic length scale. Equivalently, the reduction to a single pressure is appropriate
when µc/P

∗
c is small.

Just as had been done for velocity equilibration, it is instructive to develop an equation for the
evolution of the pressure difference. To this end we take note of the thermodynamic relation

Γde = (γ − Γ)P dV + V dP ,

where Γ = V ∂P/∂e
∣∣
V

is the Grüneisen coefficient and γ = ρc2/P is the adiabatic exponent. More-
over, from Eq. (9) defining βs and the solid mass balance, Eq. (33), we obtain

dβs

dt
= −βs

∂u

∂x
+

βs

φsρs
C + φsρs

(
d2B

dφ2
s

)
dφs

dt
. (59)

Simple algebraic manipulations on the phase-specific energy and mass equations, aided by the equa-
tion for compaction and thermodynamic relations, yield (alternatively, see Appendix A, Eqs. (112)
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and (113))

d

dt

(
Ps − Pg − βs

)
+

φsφg

µc

(
Ps − Pg − βs

) [
ρsc

2
s

φs
+

ρgc
2
g

φg
+ φsρs

d2B

dφ2
s

− Γs

φs
(Ps − Pg − βs)

]

= −
(
ρsc

2
s − ρgc

2
g − βs

)∂u
∂x

−
(

Γs

φs
+

Γg

φg

)
(Ts − Tg)H

+
[
c2g
φg

(
1 − ρg

ρs

)
+

Γg

φg

(
Hs −Hg − (Ps − Pg − βs)Vs

)
− βs

φsρs
− φs

d2B

dφ2
s

]
C. (60)

While the terms from heat transfer, burn and the acoustic-impedance differential between the phases
can have either sign and therefore may or may not promote departure from equilibrium, we show
that the compaction viscosity terms always serve to restore pressure equilibrium. The coefficient of
the (Ps − Pg − βs)/µc term can be expressed as

(
γs − Γs

)Ps

φs
+

ρgc
2
g

φg
+ φsρs

d2B

dφ2
s

+
Γs

φs
(Pg + βs) . (61)

Shock stability in multi-dimensions requires an equation of state to satisfy the condition γ ≥ Γ + 1,
see [28, §4.1] and references therein. Since compaction energy is a convex function, d2B/dφ2

s ≥ 0.
Consequently, every term in Eq. (61) is positive and the compaction viscosity term acts as a restoring
force.

An asymptotic expansion of the equivelocity model, Eqs. (33)–(38), is now sought in the form
ψ ∼ ψ(0) +µcψ

(1) + · · · . For notational simplicity, the superscript (0) is omitted again from the O(1)
terms in the expansions. In outer regions of the flow, characterized by gradients that stay bounded
in the limit µc → 0, the pressure-difference equation, Eq. (60), reduces to Ps −Pg −βs = 0, allowing
us to set

Ps = P + φgβs and Pg = P − φsβs , (62)

where P is the mixture pressure, Eq. (22). Since compaction viscosity provides a restoring force,
pressure equilibrium is a stable configuration.

At the next order nonequilibrium effects appear, producing an O(µc) imbalance given by

φsφg

(
P (1)

s − P (1)
g − β(1)

s

)[
ρsc

2
s

φs
+

ρgc
2
g

φg
+ φsρs

d2B

dφ2
s

]
= −(ρsc

2
s − ρgc

2
g − βs)

∂u

∂x

+
[
c2g
φg

(
1 − ρg

ρs

)
+

Γg

φg

(
Hs −Hg

)
− βs

φsρs
− φs

d2B

dφ2
s

]
C −

(
Γs

φs
+

Γg

φg

)
(Ts − Tg)H (63)

The compaction equation, Eq. (39), now reduces to

dφs

dt
= φsφg

(
P (1)

s − P (1)
g − β(1)

s

)
+

C
ρs

. (64)

Elimination of the pressure imbalance term between the last two equations leads to what essentially
is a compaction-dynamics equation expressed entirely in terms of order unity quantities,

dφs

dt

[
ρsc

2
s

φs
+

ρgc
2
g

φg
+ φsρs

d2B

dφ2
s

]
= −(ρsc

2
s − ρgc

2
g − βs)

∂u

∂x
−

(
Γs

φs
+

Γg

φg

)
(Ts − Tg)H

+
[
c2s
φs

+
c2g
φg

+
Γg

φg

(
Hs −Hg

)
− βs

φsρs

]
C . (65)
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The reduced model can now be taken to consist of the following five equations: the phase-specific
mass balance equations, Eqs. (33) and (34), the mixture momentum equation, Eq. (35), the mixture
energy equation, Eq. (43), and the compaction-dynamics equation, Eq. (65). In addition, the PDEs
are to be supplemented with the algebraic pressure equilibrium condition, Eq. (62), and constitutive
equations for the solid and gas phase. For convenience, the PDEs are gathered below.
Mass balance

∂

∂t

(
φsρs

)
+

∂

∂x

(
φsρsu

)
= C, (66)

∂

∂t

(
φgρg

)
+

∂

∂x

(
φgρgu

)
= −C, (67)

or alternatively

∂ρ

∂t
+

∂(ρu)
∂x

= 0, (68)

∂λs

∂t
+ u

∂λs

∂x
=

C
ρ
, (69)

Mixture momentum balance

∂

∂t

(
ρu

)
+

∂

∂x

(
P + ρu2

)
= 0, (70)

Mixture energy balance

∂

∂t

[
ρ

(
e + 1

2u
2
)]

+
∂

∂x

[
ρu

(
e + 1

2u
2
)

+ Pu
]

= 0, (71)

Compaction dynamics

dφs

dt

[
ρsc

2
s

φs
+

ρgc
2
g

φg
+ φsρs

d2B

dφ2
s

]
= −(ρsc

2
s − ρgc

2
g − βs)

∂u

∂x
−

(
Γs

φs
+

Γg

φg

)
(Ts − Tg)H

+
[
c2s
φs

+
c2g
φg

+
Γg

φg

(
Hs −Hg

)
− βs

φsρs

]
C. (72)

The five state variables appropriate for the reduction can be taken to be ρs, ρg, P , φs and u. The
alternate form of the mass conservation equations, Eqs. (68) and (69), highlights the similarities of
these reduced equations to the standard equations used when modeling shock-initiation of condensed
phase explosives. Then the five state variables would be ρ, λs, P , φs and u. The variable φs, which
doesn’t appear in the standard set for modeling high explosives, is used in place of one of the
individual energy equations. Importantly, these equations have inherited both mechanical (Galilean
invariance) and thermodynamic consistency from the parent equations (the full BN model).

One could equally well replace P by the mixture internal energy e, in which case it is necessary to
express P in terms of the state variables. This can be done analytically in the practically important
case when a Mie-Grüneisen form of equation of state,

Pa(Va, e
′
a) = Pa(Va) +

Γa

Va
e′a ,

is used for both the solid and gas phase. In the above equation, Pa(Va) describes the response of
the material along a reference curve in the (Pa, Va)–plane. Equation (23) for the mixture e and the
pressure equilibrium condition give simultaneous equations for esp and eg

λsesp + λgeg = e− λsB , (73)

Γsρsesp − Γgρgeg = −
[
Ps(Vs) − Pg(Vg) − βs

]
. (74)

19



The solution is

esp =
Γgρg(e− λs) − λg

[
Ps(Vs) − Pg(Vg) − βs

]
Γgρgλs + Γsρsλg

, (75)

eg =
Γsρs(e− λs) + λs

[
Ps(Vs) − Pg(Vg) − βs

]
Γgρgλs + Γsρsλg

. (76)

Substituting the phase energies into the equation of state gives the phase pressures

Ps =
ΓgρgλsPs(Vs) + Γsρs

(
Γgρg(e− λsB) + λg

[
Pg(Vg) + βs

])
Γgρgλs + Γsρsλg

, (77)

Pg =
ΓsρsλgPg(Vg) + Γgρg

(
Γsρs(e− λsB) + λs

[
Ps(Vs) − βs

])
Γgρgλs + Γsρsλg

. (78)

This leads to the desired expression for the mixture pressure in terms of the state variables,

P =
Γgρgλs[Ps(Vs) − φgβs] + Γsρsλg[Pg(Vg) + φsβs] + ΓgρgΓsρs(e− λsB)

Γgρgλs + Γsρsλg
. (79)

We now summarize the properties of this reduction. First, as shown in Appendix B, the reduction
is hyperbolic. The characteristic velocities are u (3-fold) and u ± ceq, where ceq is the equilibrium
sound speed, given by

ρc2eq = ρc2 −
(
ρsc

2
s − ρgc

2
g − βs

)2

ρsc2
s

φs
+ ρgc2

g

φg
+ φsρs

d2B
dφ2

s

, (80)

where c, defined in Eq. (46), is the mixture sound speed that emerged as a subcharacteristic of
the velocity reduction alone. We require B to be convex and γs > γg. Then, as is typical for an
equilibrium model, the equilibrium sound speed is reduced, i.e., ceq < c. Since u < u + ceq < u + c,
the subcharacteristic condition is satisfied.

It is interesting to note that ceq takes its minimum value when the compaction potential B and
configuration pressure βs can be neglected; this minimum is given by

1
ρ c̃2eq

=
φs

ρsc2s
+

φg

ρgc2g
. (81)

It can be shown that c̃eq < cg < cs when cg < cs and ρg/ρs < φgφs. Figure 1 shows an example
in which the ceq is less than the sound speed of either phase. This fact has been noted before, see,
for example, [10, p. 381]. Incidentally, the single-phase limit of this model, corresponding to an
absence of gas, describes the porous solid alone, for which the sound speed is given by Eq. (80) with
ρg = 0 [29]. This limit is a variant of the well-known Herrmann-Carrol-Holt P–α model [30, 31].

Second, the entropy equations, Eqs. (44) and (45), reveal that in the broad regions of moderate
gradients being considered here, the reduced model has no dissipation from compaction at leading
order. Thus, the non-equilibrium degree of freedom associated with separate phase pressures has
been eliminated. Compaction dissipation may only occur in narrow inner layers where gradients of
φs are large. Even there, Eq. (45) shows that the gas remains isentropic, except in shocks or in thin
zones of velocity disequilibrium that may form a part of the compaction wave.

Third, while the first four equations comprising the reduction, Eqs. (66) – (71), are in conservative
form, the last, the compaction dynamics, given by Eq. (72), is not. As a result, there is only a partial
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Figure 1: Equilibrium sound speed for air-water mixture as function of the volume fraction of water.
Densities and sound speeds of each material are: ρair = 1.2 kg/m3, cair = 340m/s; ρwater = 1000 kg/m3,
cwater = 1480m/s.

set of four jump conditions across a compaction discontinuity traveling at speed D :[
φsρs(u−D)

]
= 0, (82)[

φgρg(u−D)
]

= 0, (83)[
P + ρu(u−D)

]
= 0, (84)[

ρ(u−D)
(
e + 1

2u
2
)

+ Pu
]

= 0. (85)

To close the system one needs additional information, and that requires a regularization to specify
the admissible shock waves. A match with the solution in the thin compaction layer, provides a
thermodynamically consistent regularization. An analysis of the inner layer is presented in the next
subsection.

Weak compaction waves, with a wave speed in the range ceq < D < c, are fully dispersed,
and may be too wide for the thin layer assumption used to derive an inner solution for a shock
profile. The small amount of dissipation needed to obtain a fully dispersed wave results from the
φsφg

µc
(Ps − Pg − βs)2 term in the solid entropy equation (44). This dissipative term vanishes in the

reduced model. However, the compaction dissipation that enters in the next order of the asymptotic
expansion can be incorporated into the reduced model in the simple manner employed by Chen,
Levermore and Liu [12] in their analysis of hyperbolic PDEs with relaxation. Tracking a pressure
imbalance from equation (74) to equation (79) would add a correction Q to the mixture pressure,

Q =
λgΓsρsφs − λsΓgρgφg

Γgρgλs + Γsρsλg

(
P (1)

s − P (1)
g − β(1)

)
µc . (86)

From (63) neglecting burning (C = 0) and heat conduction (H = 0), Q has the form of a viscous
pressure

Q = −µc
λgλs(Γs − Γg)ρ
Γgρgλs + Γsρsλg

(
ρsc

2
s − ρgc

2
g − β

φgρsc2s + φsρgc2g + φgφ2
sρs

d2

dφ2B

)
∂u

∂x
. (87)

This viscous pressure provides the necessary dissipation to capture a weak fully dispersed compaction
wave. Unlike artificial viscosity the viscous pressure from the leading order pressure imbalance
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does not scale with the cell size. Sufficient resolution would be needed to resolve the wave width
numerically. A regularization of the reduced model is still be needed to capture stronger shock waves
which require more dissipation than compaction alone can provide.

5.1 The compaction layer

For algebraic convenience we opt to examine the inner layer when the compaction potential B
and the configuration stress βs are ignored. This approximation will, of course, become increasingly
accurate at higher pressures when the strength of the grains is negligible. In order to determine the
structure of the compaction layer (and more importantly, the pressure jump across it), one takes a
step back and returns to the reduced model based on just the large-drag limit. The six independent
equations comprising this model can be taken to be the two mass balances, the mixture momentum
balance, the mixture energy balance, the gas internal energy balance and the compaction equation.
The analysis is similar in spirit to that for the velocity-relaxation layer, summarized in section 4.1
above and performed in detail in [13]. Therefore, we present only the highlights here, relegating the
algebraic details to Appendix C.

On the scale of the outer coordinate, consider a steady (left facing) compaction wave located at
xc(t) = −Dt, D > 0. Within the layer the stretched variable ζ = (x−xc)m/µc is appropriate, where
the inclusion of the total mass flux m through the layer serves to make ζ dimensionless. Again we
denote by U the particle velocity relative to the wave, i.e., U = u + D, and hence, d/dt = Ud/dζ.

The balance equations for mass, mixture momentum and mixture energy yield the algebraic
conservation conditions,

φsρsU = ms ≡ φs0ρs0D, (88)
φgρgU = mg ≡ φg0ρg0D, (89)

φsPs + φgPg + mU = P0 + mD, (90)

m
(
e + 1

2U2
)

+ PU = E ≡ m
(
e0 + 1

2D
2
)

+ P0D, (91)

where

m ≡ ρU = ρ0D = ms + mg. (92)

We have assumed that the compaction wave travels into a medium that is at rest (with respect to
a laboratory frame), and that the upstream state is prescribed by Ps0, Pg0, ρs0, ρg0, φs0 and φg0.
Observe that

Ps0 = Pg0 = P0. (93)

since the state ahead of the wave is in pressure equilibrium and βs has been ignored. Likewise, the
neglect of B leads to the simpler form for the mixture internal energy,

e = φsρsesp + φgρgeg.

Within the layer the compaction law, Eq. (39), reduces to

U ∂φs

∂ζ
=

φsφg(Ps − Pg)
m

. (94)

It remains to examine the gas-phase energy equation, Eq. (37), or equivalently, the gas-phase entropy
equation, Eq. (45), which reduces, within the layer and at leading order, to

Tg
∂ηg

∂ζ
= 0,
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confirming that the gas compacts isentropically outside a shock. (It is a simple matter to see that
the solid will behave differently.) Thus, on the smooth portion of the compaction-wave trajectory,

Pg = Pg(ρg, ηg), (95)

where the precise form of the isentrope depends upon the gas EOS. The upshot is that the compaction
wave is now governed by the four conservation statements, Eqs. (88 - 91), the gas isentrope, Eq. (95),
and the compaction equation, Eq. (94). Only the last of these is a differential equation, so that one
is only dealing with a first-order structure problem. We can use the four conservation statements
to express ρs, ρg, Ps and Pg in terms of U and φs. The gas isentrope allows U to be eliminated, in
principle, and then, the compaction equation, Eq. (94), yields the profile of φs across the compaction
wave. If one is only interested in the jump conditions, one may replace the compaction equation by
the pressure-equilibrium condition Ps − Pg = 0.

It is useful to render the problem dimensionless. We choose D to be the scale for velocity, ρ0 for
density, ρ0D

2 for pressure, and D2 for energy. Scaled quantities will be denoted by an overbar. The
conservation conditions then become

φsρ̄sŪ = φs0ρ̄s0, (96)
φgρ̄gŪ = φg0ρ̄g0, (97)

φsP̄s + φgP̄g + Ū = P̄0 + 1, (98)

ē + 1
2 Ū2 + P̄ Ū = ē0 + 1

2 + P̄0, (99)

while the compaction equation becomes

Ū ∂φs

∂ζ
= φsφg(P̄s − P̄g). (100)

To make further progress we need to specify the equations of state. We take the gas to be polytropic
and the solid to be a Tait material; these are both special cases of the Mie-Grüneisen form introduced
earlier. Then the equations of state, and the corresponding sound speeds, in scaled forms, are

ēg =
P̄g

(γg − 1)ρ̄g
, c̄2g =

γgP̄g

ρ̄g
, (101)

ēs =
P̄s + γsP̄

∗
s0

(γs − 1)ρ̄s
− γsP̄

∗
s0 + P̄s0

(γs − 1)ρ̄s0
, c̄2s =

γs(P̄s + P̄ ∗
s0)

ρ̄s
, (102)

while the gas isentrope through the initial state is given by

P̄g

P̄g0
=

(
ρ̄g

ρ̄g0

)γg

. (103)

The procedure for computing the end state behind the compaction zone is now straightforward,
and we describe it very briefly. One begins by solving Eqs. (96) and (97) for the densities ρ̄s, ρ̄g,
which, when substituted into Eqs. (98) and (99), yielding expressions for the pressures P̄s, P̄g in
terms of φs and U . On equating the two pressures, one obtains the pressure-equilibrium locus LE in
the φs,U-plane (Eq. (144) in Appendix C). Likewise, the gas isentrope, Eq. (103), is also expressed
as a locus LI in the φs,U-plane (Eq. (147) in Appendix C). Both the loci originate at the point
φs = φs0, U = 1, corresponding to the state upstream. The locus LI is, in fact, the trajectory of
the compaction wave, and its (second) intersection with the equilibrium locus yields the end state.

The minimum wave speed for which the two loci have a second intersection is found to be

Dmin = ceq0, (104)
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quantity value

φs0 0.75
γs 3
γg 1.25
cs0 1088 m/s
cg0 422 m/s
ρs0 1900 kg/m3

ρg0 0.7 kg/m3

Ps0 105 Pa
Pg0 105 Pa
c0 1088 m/s
ceq0 18.7 m/s

Table 1: Upstream state for end state calculation.

which corresponds to the equilibrium sound speed of the mixture at the state upstream. As D is
increased above the minimum, the strength of the wave, as measured by, say, the jump in the solid
volume fraction φs − φs0 , also increases from zero. The wave has a dispersed, smooth profile, until
the wave speed reaches the critical value

Dcrit = c0, (105)

where c0 is the mixture sound speed appropriate for velocity equilibrium, again evaluated at the
state upstream.

We recall that c0 is also the minimum wave speed at which a velocity discontinuity will travel
in the equivelocity reduced model. At speeds D > c0, therefore, the compaction layer must be
preceded by a velocity-discontinuity at its head, across which velocity, pressure and gas entropy
will jump, while the volume fraction stays fixed at the upstream value φs0 . The state immediately
behind such a discontinuity will be one of equal velocities but unequal pressures, and is given by the
analysis in [13]. Denote it by, say, the point (Ū∗, 0) in the Ū , φ-plane, where Ū∗ is a function of the
wave speed D. The compaction wave, immediately following the velocity discontinuity, will have its
trajectory along a new gas isentrope emerging from the point (Ū∗, 0), terminating as before at the
equilibrium locus. Thus, compaction dissipation suffices to render structures of compaction waves
traveling below Dcrit as continuous, while those traveling above Dcrit involve velocity shocks.

For illustrative purposes, we now present an end state calculation for a representative compaction
wave that travels into a granular mixture at equilibrium under atmospheric conditions. The state of
each phase upstream of the wave, including the relevant sound speeds for the mixture, are listed in
table 1. The configuration stress βs is ignored, in line with the discussion above. Figure 2 illustrates
the (dimensional) velocity U , pressure P and the degree of compaction φ ≡ (φs − φs0)/(1 − φs0)
behind the wave. We note that as the wave speed D is increased from the minimum admissible value
of 18.7 m/s to 400 m/s, the compaction rises nearly to unity, long before the upper limit of 1088 m/s
for a smooth compaction profile is reached. This is a consequence of neglecting the configuration
stress.

6 Final Remarks

Starting with the two-phase Baer-Nunziato model, in which distinct velocities and pressures are
associated with each phase, we derive two reductions: one with a single velocity and the other with
a single velocity and a single pressure. The reductions are based upon careful estimation of the
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Figure 2: State behind compaction wave: a) dimensional velocity, b) pressure, and c) degree of compaction.

underlying rate processes of drag and compaction, which are found to be stiff. Each reduction is
associated with a relaxation process, and eliminates a non-equilibrium degree of freedom. The re-
duced equations constitute leading-order outer expansions of the full model, valid in broad regions
where gradients are O(1). Supplementary inner expansions describe narrow regions with large gra-
dients, where nonequilibrium prevails and to which all the dissipation associated with the relaxation
processes is confined, at leading order. In the limits of large drag, δ → ∞, and small compaction
viscosity, µc → 0, the inner layers shrink to zero width and correspond to shock waves in the reduced
models.

The reduced models are hyperbolic but cannot be cast completely in conservation form. This
has important implications, not the least for numerical simulations. First, in any computation with
the full model, accurate jump conditions across a relaxation layer require that the layer be resolved
(both temporally and spatially) with sufficient fidelity. Stiffness of the relaxation source terms make
this an expensive undertaking, leading to incorrect solutions when the equilibration layers are not
adequately resolved. Typically, such layers follow a shock wave, leading to what amounts to a partly
dispersed shock wave. Thus, in contrast with standard shock capturing, where the end state of
the shock is independent of the wave profile, numerical errors associated with a partly dispersed
wave profile can affect the end state of the shock. Second, the reduced models are incomplete. A
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regularization is needed to fully specify the jumps across a shock wave.
Regularization may be viewed, and implemented, in a number of ways. The full model itself

provides one path to regularization. Asymptotic analyses of the structure equations for the inner
layers, carried out here and in [13], yield the necessary jumps, which may then be used in conjunction
with a front-tracking algorithm when computing with the reduced models.

An alternative is to treat the reduced models themselves as fundamental. Then, the full model
plays the role of an enlarged equation set, one in which relaxation source terms have been inserted
to provide the dissipation needed to generate a numerically stable shock wave. This is the basis of
the shock capturing scheme of Jin and Xin [32]. However, as already mentioned above, lack of a
conservative form for the equation set makes the capturing approach for the full model impractical.

A preferred method of regularizing the reduced systems, in our view, is to employ a subscale
model for dissipation due to the relaxation processes. Such a model can be based on an empirical
fit to experimental data or to numerical data generated from simulations of the underlying material
micro-structure, see for example [33]. The preference for a subgrid model stems from the fact that
the width of a strong wave is comparable to the heterogeneous length scale. A two-phase model
represents a homogenization and without a subscale model would not describe the transient physics
that occur in a shock profile. We also note that for a strong shock in a granular bed, both velocity
and pressure equilibration take place on the scale of a few grains. In this case, the sequential limits
of velocity equilibration followed by pressure equilibration is not appropriate.

It may also be possible to use artificial viscosities judiciously chosen so as to mimic the conse-
quences of the microscale physics within the relaxation zones. In this connection, it is in order to
mention the work of Sainsaulieu [34], who computes analytically the first terms of an asymptotic
expansion for the jump conditions in the limit of vanishing viscosity. In a forthcoming paper [14]
we perform an extensive series of numerical computations on the full BN model, and on regularized
reduced models, to explore the feasibility and success of such regularization procedures.

It is interesting to note that the reduced model with a single velocity and a single pressure can be
used to understand some of the difficulties that arise in an Eulerian algorithm for the Euler equations
in a multi-component medium. The motion of interfaces between different materials leads to “mixed
cells” or cells containing more than one material. Eulerian algorithms track the mass fraction of each
component within a mixed cell. (Mass fraction is directly related to the volume fraction variable
used in two-phase mixture theories.) These algorithms do not, however, track material interfaces
within a cell. For the advection phase the interfaces are reconstructed, approximately, based on the
volume of a component in a cell and in neighboring cells. But the interfaces are not used for the
‘Lagrangian’ time integration step. This step assumes that each cell has a single velocity and a single
pressure. Some algorithms employ a mixed cell equation of state for the effective cell pressure, while
others allow the components to have distinct pressures and use an average over the components for
the cell pressure.

The mixed-cell equation of state is non-unique because of the degree of freedom associated with
apportioning the cell energy between the components. (Recall that the time scale for tempera-
ture equilibration is much longer than that for pressure equilibration, and temperature equilibrium
within a mixed cell is not justified.) When different pressures are allowed within a cell, a numerical
relaxation is applied to equalize the component pressures, see [35] and [36]. The pressure relaxation
amounts to adjusting the volume fraction and thus is analogous to the compaction law used in the
BN model but with zero configuration pressure βs = 0 and zero compaction energy B = 0. These
schemes also attempt, at each time step, to distribute the PdV work done on each component within
a mixed cell. Though this works well for isentropic flow and is reasonable for flows with weak shocks,
these methods have difficulties with strong shocks. The difficulty with strong shocks is analogous
to the regularization issue of the reduced model resulting from the non-conservative form of the
equations. Physically, the regularization amounts to specifying how the shock energy is partitioned
between the components.

Recently, Saurel & Abgrall [9] have developed a multi-component fluid algorithm based on a
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system of PDEs for two-phase flow. Their equation set [9, Eq. (14)] is a slight variation of the two-
phase BN model: (i) In the compaction equation (13), us is replace with the mixture velocity u. A
similar substitution is made for the velocity that enters the drag source term and the nozzling term
in the energy equations (5) and (6). (ii) For the compaction source term in the energy equation,
Pg is replaced with the mixture pressure P . A similar substitution is made for pressure that enters
the nozzling term in the momentum equations (3) and (4), and the energy equations (5) and (6).
Saurel & Abgrall then use a small compaction viscosity and a large drag coefficient to establish
pressure and velocity equilibrium between the components. The stiff relaxation source terms, in
effect, leads to the reduced model that we have analyzed. Since the thin relaxation layers are
captured and not resolved, the algorithm Saurel & Abgrall use relies on numerical dissipation to
regularize the reduced model and select the shock waves. This may work for many applications, but
as a matter of principle, the regularization should be part of the specification of the model and not
arbitrarily selected by the algorithm used to implement the model.

Finally, we note that the lack of conservation form for the reduced model causes the BN model to
lie outside the general theory of relaxation for hyperbolic conservation laws [12]. Nevertheless, the
key properties of the general theory still hold; namely, the connection between the stability of the
reduced model, the property that the subcharacteristic speeds interlace the characteristic speeds of
the full model [27], and an entropy condition. This suggest that the relaxation theory of hyperbolic
equations can be extended to cover a wider range of cases.

A Characteristics for Velocity Reduction

The velocity reduced model consists of the Eqs. (33)–(38). Here we express the reduced model
in characteristic form. First we derive the four linear degenerate modes associated with the particle
trajectory. For convenience we introduce the convective derivative d

dt = ∂
∂t + u ∂

∂x . The compaction
equation, Eq. (39), is already in characteristic form.

dφs

dt
= F +

C
ρs

. (106)

The phase energy equations can be replaced by those for entropy. From Eqs. (16) and (17), the
entropy equations in the reduced model are

φsρsTs
dηs

dt
= (Ps − Pg − βs)F − (Ts − Tg)H , (107)

φgρgTg
dηg

dt
= (Ts − Tg)H−

[
Hs −Hg − (Ps − Pg − βs)Vs

]
C . (108)

The mass balance equations can be combined to yield

d

dt

(φsρs

φgρg

)
=

ρ C
(φgρg)2

. (109)

This can be expressed in terms of the solid mass fraction as

d

dt

(φsρs

ρ

)
=

C
ρ
. (110)

To derive the acoustic mode we rewrite the mixture momentum balance as

ρ
du

dt
+

∂P

∂x
= 0. (111)

Next we derive an equation for the pressure. Using the thermodynamic relation,

c2dρ = dP − ΓρTdη ,
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we can rewrite the mass balance equations as

φs
dPs

dt
+ φsρsc

2
s

∂u

∂x
= −ρsc

2
s

dφs

dt
+ ΓsφsρsTs

dηs

dt
+ c2sC, (112)

φg
dPg

dt
+ φgρgc

2
g

∂u

∂x
= ρgc

2
g

dφs

dt
+ ΓgφgρgTg

dηg

dt
− c2gC . (113)

These can be combined to yield

dP

dt
+

(
φsρsc

2
s + φgρgc

2
g

)∂u
∂x

= S . (114)

where

S =
[(
Ps − ρsc

2
s

)
−

(
Pg − ρgc

2
g

)]dφs

dt
+ ΓsφsρsTs

dηs

dt
+ ΓgφgρgTg

dηg

dt
+

(
c2s − c2g

)
C .

The time derivatives in S can be eliminated using the linearly degenerate characteristic equations.
Hence S represents a source term. Linear combinations of Eq. (111) and Eq. (114) yield

( d

dt
+ c

∂

∂x

)
P + ρc

( d

dt
+ c

∂

∂x

)
u = S (115)( d

dt
− c

∂

∂x

)
P − ρc

( d

dt
− c

∂

∂x

)
u = S (116)

where the average sound speed is given by

ρc2 = φsρsc
2
s + φgρgc

2
g . (117)

A full set of characteristic equation implies the reduced model is hyperbolic.

B Characteristics for Velocity & Pressure Reduction

The velocity and pressure reduced model consists of the PDEs (66)–(72) plus the pressure equi-
librium condition, Ps = Pg + βs. Here we express the reduced model in characteristic form. From
the derivation of the model it is clear that the three linear degenerate modes associated with the
particle trajectory correspond to those in the velocity reduction with the compaction dissipation
deleted

φsρsTs
dηs

dt
= −(Ts − Tg)H , (118)

φgρgTg
dηg

dt
= (Ts − Tg)H−

[
Hs −Hg − (Ps − Pg − βs)Vs

]
C , (119)

d

dt

(φsρs

ρ

)
=

C
ρ
. (120)

To derive the acoustic mode we rewrite the mixture momentum balance as

ρ
du

dt
+

∂P

∂x
= 0. (121)

Next we derive an equation for the pressure. It follows from the pressure equilibrium condition that

dP

dt
= φs

dPs

dt
+ φg

dPg

dt
+ βs

dφs

dt
.
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The mass balance equations can again be expressed in terms of the phase pressures, Eqs. (112)
and (113). Adding these equation results in

dP

dt
+

(
φsρsc

2
s + φgρgc

2
g

)∂u
∂x

= −
(
ρsc

2
s − ρgc

2
g − βs

)dφs

dt
+ ΓsφsρsTs

dηs

dt
+ ΓgφgρgTg

dηg

dt

+
(
c2s − c2g

)
C .

Applying Eq. (72) to eliminate dφs

dt yields

dP

dt
+ ρ c2eq

∂u

∂x
= S , (122)

where ceq is given by

ρc2eq =
(
φsρsc

2
s + φgρgc

2
g

)
−

(
ρsc

2
s − ρgc

2
g − βs

)2

ρsc2
s

φs
+ ρgc2

g

φg
+ φsρs

d2B
dφ2

s

, (123)

the source S is given by

S = −

(
ρsc

2
s − ρgc

2
g − βs

)[
B −

(
Γs

φs
+ Γg

φg

)
(Ts − Tg)H

]
ρsc2

s

φs
+ ρgc2

g

φg
+ φsρs

d2B
dφ2

s

+
ΓgρgTg

c2g

dηg

dt
+

ΓsρsTs

c2s

dηs

dt
+

(
c2s − c2g

)
C ,

(124)

and the extra burn term from the compaction equation is

B =
[
2
c2s
φs

+
(

1 +
ρg

ρs

)
c2g
φg

+
Γg

φg

(
Hs −Hg − (Ps − Pg − βs)Vs

)
− βs

φsρs

]
C .

Again the time derivative terms in S can be eliminated using the linearly degenerate characteristic
equations. Linear combinations of Eqs. (121) and (122), yield( d

dt
+ ceq

∂

∂x

)
P + ρ ceq

( d

dt
+ ceq

∂

∂x

)
u = S , (125)( d

dt
− ceq

∂

∂x

)
P − ρ ceq

( d

dt
− ceq

∂

∂x

)
u = S . (126)

Physical considerations lead us to assume that B(φs) is convex and γs > γg > 1. Under these
conditions, pressure equilibrium implies that ρsc

2
s > ρgc

2
g + βs and the equilibrium sound speed is

bounded by c̃eq ≤ ceq < c where c is the average sound speed given by Eq. (117), and c̃eq, obtained
by setting B = 0 and βs = 0, can be expressed as

1
ρ c̃2eq

=
φs

ρsc2s
+

φg

ρgc2g
. (127)

The expression for c̃eq is a standard result for equilibrium two-phase fluid flow in the absence of a
configuration pressure; see e.g., [37] or [10]. The fact that c2eq > 0 implies that there are a full set of
characteristic equations. Hence, the reduced model is hyperbolic.

C Details of compaction-zone analysis

With the equations of state Eqs. (101) and (102) at hand, the mixture energy takes the form

ē =
φsρ̄sēs + φgρ̄g ēg

ρ̄
= Ū(φsρ̄sēs + φgρ̄g ēg)

= Ū
{

φsP̄s

(γs − 1)
+

φgP̄g

(γg − 1)
+

φs

γs − 1

(
γsP̄

∗
s0 −

ρ̄s

ρ̄s0
(P̄s0 + γsP̄

∗
s0)

)}
.

(128)
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Note also that

ē0 =
φg0P̄g0

γg − 1
. (129)

Now, Eqs. (96) and (97) may be solved for the densities, to yield

ρ̄s =
φs0ρ̄s0

φsŪ
, ρ̄g =

φg0ρ̄g0

φgŪ
. (130)

To solve for the pressures we rewrite Eq. (98) as

φsP̄s + φgP̄g = P̄0 − Ū + 1 ≡ R1, (131)

and with the aid of Eqs. (128), (129), the first of (130) and (131), we rewrite Eq. (99) as

φsP̄s

(γs − 1)
+

φgP̄g

(γg − 1)
=

P̄0(1 − Ū)
Ū +

(1 − Ū2)
2Ū − (1 − Ū)

+
1
Ū

(
φs0P̄s0

γs − 1
+

φg0P̄g0

γg − 1

)
+

γsP̄
∗
s0

γs − 1

(
φs0

Ū − φs

)
.

(132)

The last term above can be rearranged as

γsP̄
∗
s0

γs − 1

(
φs0

Ū − φs

)
=

γsP̄
∗
s0

γs − 1

(
φs0

1 − Ū
Ū − (φs − φs0)

)
,

allowing Eq. (132) to take the form

φsP̄s

(γs − 1)
+

φgP̄g

(γg − 1)
=

P̄0(1 − Ū)
Ū +

(1 − Ū2)
2Ū − (1 − Ū) +

1
Ū

(
φs0P̄s0

γs − 1
+

φg0P̄g0

γg − 1

)

+
γsP̄

∗
s0

γs − 1

{(
1 − Ū
Ū

)
φs0 − (φs − φs0)

}
.

(133)

To achieve further consolidation of the above expression, we define constants γ and γ1 via the
relations

1
γ

=
1

γg − 1
− 1

γs − 1
, (134)

and

1
γ1

=
φg0

γg − 1
+

φs0

γs − 1
. (135)

Then, recognizing that P̄0 = P̄s0 = P̄g0, Eq. (133) can be written as

φsP̄s

(γs − 1)
+

φgP̄g

(γg − 1)
=

1 − Ū
Ū

[
P̄0

(
1 +

1
γ1

)
+

γsP̄
∗
s0φs0

γs − 1
+

1 − Ū
2

]
+

P̄0

γ1
− γsP̄

∗
s0

γs − 1
(φs − φs0)

=
1 − Ū
Ū

[
P̄0

(
1 +

1
γ1

)
+

γsP̄
∗
s0φs0

γs − 1
+ 1

2 − Ū
(

1
2 +

1
γ1

)]

+
P̄0 + 1 − Ū

γ1
− γsP̄

∗
s0

γs − 1
(φs − φs0)

=
(

1
2 +

1
γ1

)
1 − Ū
Ū (Ū2 − Ū) +

P̄0 + 1 − Ū
γ1

− γsP̄
∗
s0

γs − 1
(φs − φs0) ≡ R2, (136)
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where we have defined Ū2 as

Ū2 ≡
P̄0

(
1 + 1

γ1

)
+ γsφs0P̄∗

s0
γs−1 + 1

2

1
2 + 1

γ1

. (137)

Now, Eqs. (131) and (136) may be solved simultaneously to yield P̄s and P̄g as functions of Ū and
φs, and we obtain

P̄s = − γ

φs

(
R2 −

R1

γg − 1

)
, P̄g =

γ

φg

(
R2 −

R1

γs − 1

)
. (138)

One is now able to construct an expression for the pressure difference between the phases, in terms
of φs and Ū , as

P̄s − P̄g = − γ

φsφg

{
R2 −R1

(
φs

γs − 1
+

φg

γg − 1

)}
. (139)

Note that in view of Eqs. (134) and (135), the expression within the parentheses on the right can
be rewritten as

φs

γs − 1
+

φg

γg − 1
=

1
γ1

− φs − φs0

γ
. (140)

The above result, along with the expressions for R1 and R2, defined in Eqs. (131) and (136),
respectively, allows Eq. (139) to assume the form

P̄s − P̄g = − γ

φsφg

[(
1
2 +

1
γ1

)
1 − Ū
Ū (Ū2 − Ū) − γsP̄

∗
s0

γs − 1
(φs − φs0) +

P̄0 + 1 − Ū
γ

(φs − φs0)
]
. (141)

We now define Ū1 by the expression

Ū1 ≡ 1 − γ

(
γsP̄

∗
s0

γs − 1
− P̄0

γ

)
, (142)

which allows Eq. (141) to be put into the compact form

P̄s − P̄g = − γ

φsφg

[(
1
2 +

1
γ1

)
1 − Ū
Ū (Ū2 − Ū) − φs − φs0

γ
(Ū − Ū1)

]
. (143)

On setting P̄s − P̄g = 0, we obtain the pressure-equilibrium locus in the φs − Ū plane as

φs − φs0

1 − φs0
= LE(Ū) ≡ γ

1 − φs0

(
1
2 +

1
γ1

)
(1 − Ū)(Ū2 − Ū)

Ū(Ū − Ū1)
, (144)

where Ū1 and Ū2 are defined by Eqs. (142) and (137), respectively. The state at the end of the
compaction wave must lie on this locus.

We now turn to the gas isentrope,

P̄g

P̄g0
=

(
ρ̄g

ρ̄g0

)γg

,

and attempt to express it as well as a locus in the φs, Ū-plane. On substituting for ρ̄g from the
second of expressions in Eq. (130), and for P̄g from the second of expressions in Eq. (138), we get

P̄g0

{
φg0

Ū(1 − φs)

}γg

=
γ

1 − φs

{
R2 −

R1

γs − 1

}
. (145)
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Substituting for R1 and R2, from Eqs. (131) and (136), respectively, we find that

P̄g0φg0

γŪ

{
φg0

Ū(1 − φs)

}γg−1

=
(

1
2 +

1
γ1

)
1 − Ū
Ū (Ū2 − Ū) +

P̄0 + 1 − Ū
γ1

− P̄0 + 1 − Ū1

γ
(φs − φs0) −

P̄0 + 1 − Ū
γs − 1

. (146)

Recognizing that φs − φs0 = φg0 − φg and that

1
γ1

− 1
γs − 1

=
φg0

γ
,

Eq. (146) can be rewritten as

P̄g0φg0

γŪ

{
φg0

Ū(1 − φs)

}γg−1

=
(

1
2 +

1
γ1

)
1 − Ū
Ū (Ū2 − Ū) +

(Ū1 − Ū)φg0

γ
+

P̄0 + 1 − Ū1

γ
φg,

or, as

P̄0


 1

Ū
(
1 − φs−φs0

1−φs0

)



γg−1

=
γ

1 − φs0

(
1
2 +

1
γ1

)
(1 − Ū)(Ū2 − Ū) + (Ū1 − Ū)Ū

+ (P̄0 + 1 − Ū1)Ū
(

1 − φs − φs0

1 − φs0

)
.

Finally, a slight manipulation leads to the gas isentrope as the implicit locus

LI(Ū , φs) ≡ (P̄0 + 1 − Ū1)Ū
φs − φs0

1 − φs0
+ P̄0


 1

Ū
(
1 − φs−φs0

1−φs0

)



γg−1

− γ

1 − φs0

(
1
2 +

1
γ1

)
(1 − Ū)(Ū2 − Ū) − (P̄0 + 1 − Ū)Ū = 0 (147)

in the φs, Ū-plane.
Before proceeding further, we note that Eq. (142) for Ū1 can be put into a more symmetric form.

Thus, upon using the definition Eq. (134) for γ, Eq. (142) becomes

Ū1 = 1 − γ

[
γsP̄

∗
s0

γs − 1
− P̄0

(
1

γg − 1
− 1

γs − 1

)]

= 1 − γ

[
γsP̄

∗
s0

γs − 1
− P̄0

(
γg

γg − 1
− γs

γs − 1

)]

= 1 − γ

[
γs(P̄ ∗

s0 + Ps0)
γs − 1

− γgP̄g0

γg − 1

]

= 1 − γ

(
ρ̄s0c̄

2
s0

γs − 1
−

ρ̄g0c̄
2
g0

γg − 1

)
. (148)
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Similarly, on using the definition Eq. (135) of γ1, we can rewrite Eq. (137) for Ū2 as

Ū2 =
P̄0

(
1 + φs0

γs−1 + φg0
γg−1

)
+ γsφs0P̄∗

s0
γs−1 + 1

2

1
2 + φs0

γs−1 + φg0
γg−1

=
P̄0

(
γsφs0
γs−1 + γgφg0

γg−1

)
+ γsφs0P̄∗

s0
γs−1 + 1

2

1
2 + φs0

γs−1 + φg0
γg−1

=
γsφs0(P̄s0+P̄∗

s0)
γs−1 + γgφg0P̄g0

γg−1 + 1
2

1
2 + φs0

γs−1 + φg0
γg−1

=
φs0ρ̄s0c̄2

s0
γs−1 + φg0ρ̄g0c̄2

g0
γg−1 + 1

2

1
2 + φs0

γs−1 + φg0
γg−1

. (149)

We note that Ū1 and Ū2 depend upon the state upstream, and, through the nondimensionalization,
upon the wave speed D. Further, Ū2 is always positive, while Ū1 may be of either sign. However, for
the practical case of a stiff solid, Ū1 is likely to be negative. Finally, at small values of D (and hence,
at higher values of the dimensionless sound speeds), Ū2 is expected to be large, and in particular,
larger than unity.

Recalling that the post compaction state is the intersection of the loci LE and LI , we now
examine these loci in some detail. In doing so, we only need concern ourselves with the region
0 ≤ Ū ≤ 1, φs0 ≤ φs ≤ 1 in the φs, Ū-plane. It is useful to take, as the ordinate, the scaled
volume fraction φ ≡ (φs −φs0)/(1−φs0), for which the interval of interest then becomes [0, 1]. From
Eq. (144), the slope of the equilibrium locus at the point Ū = 1, φ = 0 is found to be

SE =
γ

1 − φs0

(
1
2 +

1
γ1

)
1 − Ū2

1 − Ū1
. (150)

This slope may be positive or negative, depending upon the relative magnitudes of Ū1 and Ū2, but is
expected to be negative, at least for low wave speeds, in view of the remarks made in the paragraph
following Eq. (149).

The gas isentrope, LI , also originates at the point (1, 0) and is, in fact, the actual trajectory of the
wave structure in the Ū , φ-plane. One expects φ to increase, and Ū to decrease, along the trajectory
(with the structure terminating at the intersection with the equilibrium locus). As such, one expects
the slope of the trajectory at (1, 0) to be negative. This slope, as computed from Eq. (147), is given
by

SI =
γgP̄0 − 1 + γ

1−φs0

(
1
2 + 1

γ1

)
(1 − Ū2)

γgP̄0 + 1 − Ū1
. (151)

The minimum admissible wave speed of the compaction wave corresponds to the two loci being
just tangent to each other at (1, 0). Equating the two slopes computed above, followed by simple
algebraic manipulation, we get

γgP̄0 − 1
γgP̄0 + 1 − Ū1

=
γ

1 − φs0

(
1
2 +

1
γ1

)
(1 − Ū2)

(
1

1 − Ū1
− 1

γgP̄0 + 1 − Ū1

)
,

or,

(γgP̄0 − 1)(1 − Ū1) =
γ

1 − φs0

(
1
2 +

1
γ1

)
(1 − Ū2)γgP̄0.
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Equation (137) allows the above equation to be rewritten as

1 − φs0

γ
(γgP̄0 − 1)(1 − Ū1) = γgP̄0

[
1
γ1

− P̄0

(
1 +

1
γ1

)
− γsφs0P̄

∗
s0

γs − 1

]
.

We now invoke the definition of γ1, Eq. (135), and Eq. (148) for Ū1, and proceed to manipulate the
above equation as

(1 − φs0)(γgP̄0 − 1)

(
ρ̄s0c̄

2
s0

γs − 1
−

ρ̄g0c̄
2
g0

γg − 1

)

= γgP̄0

[
φg0

γg − 1
+

φs0

γs − 1
− P̄0

(
γgφg0

γg − 1
+

γsφs0

γs − 1

)
− γsφs0P̄

∗
s0

γs − 1

]

= γgP̄0

[
φg0

γg − 1
+

φs0

γs − 1
−

{
γgφg0P̄g0

γg − 1
+

γsφs0(P̄s0 + P̄ ∗
s0)

γs − 1

}]

= γgP̄0

[
φg0

γg − 1
+

φs0

γs − 1
−

{
φg0ρ̄g0c̄

2
g0

γg − 1
+

φs0ρ̄s0c̄
2
s0

γs − 1

}]

or, upon some cancelation, as

φg0ρ̄g0c̄
2
g0

γg − 1
− φg0ρ̄s0c̄

2
s0

γs − 1
= γgP̄0

(
φg0

γg − 1
+

φs0

γs − 1
− ρ̄s0c̄

2
s0

γs − 1

)

=
γgφg0P̄g0

γg − 1
+ γgP̄0

(
φs0

γs − 1
− ρ̄s0c̄

2
s0

γs − 1

)
.

The first terms on each side cancel as well, and we are left with

γgP̄0φs0 − γgP̄0ρs0c̄
2
s0 + φg0ρ̄s0c̄

2
s0 = 0,

which can be expressed as

φs0

ρ̄s0c̄2s0
+

φg0

ρ̄g0c̄2g0

= 1, (152)

where we have replaced γgP̄0 by ρ̄g0c̄
2
g0. In dimensional terms, the above equation reads

φs0

ρs0c2s0
+

φg0

ρg0c2g0

=
1

ρ0D2
min

, (153)

where Dmin denotes the minimum wave speed for which a compaction wave structure is feasible.
The above expression, in fact, identifies Dmin as the equilibrium sound speed ceq0 of the mixture at
the state upstream.

As the compaction wave speed D is increased, the slope SI of the isentrope at the upstream
state (1, 0) in the Ū , φ-plane becomes less negative, and eventually approaches zero. The critical
wave speed is obtained by setting SI = 0. Then, Eq. (151) yields

γgP̄0 − 1 +
γ

1 − φs0

(
1
2 +

1
γ1

)
(1 − Ū2) = 0.

On substituting for Ū2 from Eq. (137), the above reduces to

φg0(γgP̄0 − 1)
γ

= P̄0

(
1 +

1
γ1

)
− 1

γ1
+

γsφs0P̄
∗
s0

γs − 1
.
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Upon using the definitions of γ and γ1, we get

γgφg0P̄0

(
1

γg − 1
− 1

γs − 1

)
= P̄0

(
γgφg0

γg − 1
+

γsφs0

γs − 1

)
− 1

γs − 1
+

γsφs0P̄
∗
s0

γs − 1
.

Cancelation simplifies the above to

γgφg0P̄0 + γsφs0(P̄0 + P̄ ∗
s0) = 1,

or, to

φg0ρ̄g0c̄
2
g0 + φs0ρ̄s0c̄

2
s0 = 1. (154)

The dimensional version of this equation reads

φg0ρg0c
2
g0 + φs0ρs0c

2
s0 = ρ0D

2
crit, (155)

where Dcrit is the maximum speed consistent with the compaction wave structure under study. Let
us recall that Dcrit is also the frozen sound speed at the state ahead of the compaction wave. Let us
recall further that this is also the minimum wave speed at which a velocity discontinuity will travel.
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